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Abstract: Resolution of anaphora is most important concept in the linguistic research area. The present 

research is focused on pronoun ambiguity problem. The major concern in this research is on “it” issue. We 

cannot identify the antecedent of pronoun “it” is either feminine, masculine or neutral. For resolving “it” issue 

the rule-based approach is applied. The process of tokenization POS tagging are applied as preprocessing stage 

for designing the rules. The overall system performance of pleonastic “it” is around 73%.  
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I. Introduction 
In the research area of natural language processing there is vast variety of text data available. With this 

large data so many problems are faced one of them is “pronoun ambiguity”. In this paper we try to address 

ambiguity related to “it”. The resolution of the ambiguity can be achieved by performing relevant operation on 

the text and find the reliable ambiguity in the text.  

A particular challenge for computational linguistic in all levels of language is ambiguity. There are 

various types of ambiguity those are lexical ambiguity is the single word ambiguity, syntactic ambiguity which 

is structural ambiguity, semantic ambiguity these occurs when the meaning of the words themselves can be 

misinterpreted, discourse ambiguity and pragmatic ambiguity refers to the situation were the context of a phrase 

gives it multiple interpretation [1]. In the next section we have discussed ambiguity and their types in detail.  

 

1.1 Ambiguity:  
Ambiguity refers to the state of having or expressing more than one possible meaning or something 

open to more than one possible meaning. A meaning of a word is just the thing that a word signifies or applies to 

in current or possible world. It is a property of linguistic expressions. If an expression (word/phrase/sentence) 

has more than one interpretation we can refer it as ambiguous. [2]  

For e.g.: Consider the sentence,  

“The chicken is ready to eat”  

The interpretations in the above phrase can be, the chicken (bird) is ready to be fed or the chicken (food) is 

ready to be eaten.  The types of ambiguity are represented in the following figure 1. And it will be discussed in 

later in section one by one.  
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Figure 1. Types of ambiguity  
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1.1.1 types of ambiguity:  

1.1.1.1 lexical ambiguity:  
It is the ambiguity of a single word. A word can be ambiguous with respect to its syntactic class. Eg: book, 

study.  

For e.g.The word silver can be used as a noun, an adjective, or a verb.  

i. She bagged two silver medals.  

ii. She made a silver speech.  

iii. His worries had silvered his hair.  

 

Lexical ambiguity can be resolved by Lexical category disambiguation i.e., parts-of-speech tagging.  

i. Lexical Semantic Ambiguity: The type of lexical ambiguity, which occurs when a single word is associated 

with multiple senses. Eg: bank, pen, fast, bat, cricket etc.  

 

For e.g.The tank was full of water.  

I saw a military tank.  

The occurrence of tank in both sentences corresponds to the syntactic category noun, but their meanings are 

different.  

 

1.1.1.2 syntactic ambiguity:  
The structural ambiguities were syntactic ambiguities. Structural ambiguity is of two kinds that are,  

i. Scope Ambiguity: Scope ambiguity involves operators and quantifiers.  

 

Consider the example:  

Old men and women were taken to safe locations [3]  

The scope of the adjective (i.e., the amount of text it qualifies) is ambiguous. That is, whether the structure (old 

men and women) or ((old men) and women)? The scope of quantifiers is often not clear and creates ambiguity.  

 

ii. attachment ambiguity:  
A sentence has attachment ambiguity if a constituent fits more than one position in a parse tree. 

Attachment ambiguity arises from uncertainty of attaching a phrase or clause to a part of a sentence. [3]  

Consider the example:  
The man saw the girl with the telescope [4]  

It is ambiguous whether the man saw a girl carrying a telescope, or he saw her through his telescope. The 

meaning is dependent on whether the preposition „with‟  is attached to the girl or the man. PDP Resolution of  

 

1.1.1.3 Semantic Ambiguity:  
This occurs when the meaning of the words themselves can be misinterpreted. Even after the syntax and the 

meanings of the individual words have been resolved, there are two ways of reading the sentence.  

Consider the example,  

“Seeta loves her mother and Geeta does too.” [4]  

The interpretations can be Geeta loves Seeta‟s mother or Geeta likes her own mother. Semantic ambiguities 

born from the fact that generally a computer is not in a position to distinguishing what is logical from what is 

not.  

 

1.1.1.4 Discourse Ambiguity:  
Discourse level processing needs a shared world or shared knowledge and the interpretation is carried out using 

this context. Anaphoric ambiguity comes under discourse level.  

 

I. Anaphoric Ambiguity:  
Anaphora are the entities that have been previously introduced into the discourse.  

Consider the example,  

The horse ran up the hill. It was very steep. It soon got tired.  The anaphoric reference of „it‟  in the two 

situations cause ambiguity. Steep applies to surface hence „it‟  can be hill. Tired applies to animate object hence 

„it‟  can be horse.  

 

1.1.1.5 Pragmatic Ambiguity:  
Pragmatic ambiguity refers to a situation where the context of a phrase gives it multiple interpretations. 

One of the hardest tasks in NLP. The problem involves processing user intention, sentiment, belief world, and 

modals etc. all of which are highly complex tasks. [3]  
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Consider the example,  

Tourist (checking out of the hotel): Waiter, go upstairs to my room and see if my sandals are there; do not be 

late; I have to catch the train in 15 minutes.  

Waiter (running upstairs and coming back panting): Yes sir, they are there.  

Clearly, the waiter is falling short of the expectation of the tourist, since he does not understand the pragmatics 

of the situation. [3]  

For the present work we considered here the anaphoric ambiguity. The anaphoric ambiguity comes 

under the discourse type of ambiguity. In this work we mainly focused on two major terms i.e. anaphor and the 

antecedent of that anaphor. Mainly in the process there is a need to examine the problem within the noun and the 

pronoun which is referred to that noun. Psychologically the human has identified the possibilities in the text, for 

e.g. “The trophy was fit in to the brown suitcase because it was too big.” what was too big? In this example, the 

human can easily understand the trophy was too big but the system cannot understand either the trophy or the 

suitcase was too big. The systems are unable to reliably understand what the ambiguous word is or how the 

pronoun or anaphor referred to its antecedent or the noun. Anaphora is the pronoun and the antecedent is the 

noun like he, she, they, it etc. are the pronoun and it is too difficult to properly relate the pronoun. This paper 

discusses the proposed process of resolution of “it” pronoun ambiguity .We mainly concentrate on the feminine, 

masculine and the pleonastic forms of “it”. It means that the “it” are classified by the system as feminine, 

masculine or the pleonastic. For example,  

 

1. “A wolf was very hungry. It looked for food here and there.”  

In the above example the “it” represent its antecedent i.e. „wolf‟ . Here, we simply understood who is 

the antecedent and what is the pronoun refer to it. But in many sentences more than one noun are present in 

discourse. For example,  

 

2. “Once upon a time there lived a lion in forest. One day after a heavy meal, it was sleeping under a tree. ”  

In this example, there is a lion as well as forest are two nouns. Here, the ambiguity present within the 

pronoun and antecedent. For these purpose we have to concentrate on the “it” pronoun is to be classified to 

feminine, masculine or pleonastic in the sentences for properly refereeing what “it” indicates in the above 

sentence. There is ambiguity among the phrase like whether, „lion is sleeping‟  PDP Resolution of or „forest is 

sleeping‟ . For these two possibilities we have to find the exact pronoun or anaphor for the possible noun or 

antecedent. One another example, i.e.  

 

3. “It is raining”  

In the above example, there is no relevant antecedent for the pronoun „it‟  because of this it is called as 

pleonastic “it” (there is no referent for „it‟ ) but it refers to abstract noun as either cloud or weather.  

In the next section we have discussed PDP (Pronoun Disambiguation Problem) and proposed method which we 

have applied to identify the ambiguity.  

 

Ii. Pronoun Disambiguation Problem:  
Accurate disambiguation of relative pronoun is important for any natural language processing system 

that hopes to process real world texts. It is especially concern for corpora where the sentences tend to be long 

and information packed. Unfortunately, to understand a sentence containing a relative pronoun, an NLP system 

must solve two difficult problems: the system has to locate the antecedent of the relative pronoun and then 

determine the antecedent‟s implicit position in the embedded clause.  

When the pronoun and its antecedent occur within the same sentence we can determine which 

antecedent is correct. But when the pronoun and antecedent span separate sentences, two or more antecedent can 

each produce a grammatical discourse (example 2 as discussed in introduction section). Our approach to 

investigate proper antecedent for the relevant pronoun. We are concern with anaphoric pronoun and work 

focuses on the pronoun “it”. In some sentences “it” may be feminine, masculine or pleonastic.  

The focus of this study is to find the exact or relevant pronoun that is “it”. We have to observe that the 

pronoun ambiguity problem plays an important role in psycholinguistic phenomenon which determines the 

antecedent for pronoun. There are few types of discourse which are as listed below:  

 

2.1 Anaphora:-  
Anaphora is a referring expression that refers to some entity which has antecedently been introduced 

into the discourse. The anaphor resolution is nothing but the process of binding or mapping the „referring 

expression‟  to the correct antecedent in the given discourse. For example, “Shyam had to go a meeting so he 

decided to have a shave”. In this example, “he” refers to the “Shyam” and “Shyam” comes before the “he”. So 

“Shyam” is an anaphor. [5]  
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2.2 Cataphora:-  
It is used to describe an expression that co-refers with a later expression in the discourse. For example, 

“When he arrive home. Shyam went to sleep”. In this sentence the pronoun “he” (the anaphor) appears earlier 

than the noun “Shyam” (the antecedent). [5]  

 

2.3 Exaphora:-  
If referring expression is missing in discourse or implicit is called as exaphora. For example, “On 21 

December 1972, the Basic Treaty was signed by East or West Germany, and relations between the countries 

started to improve” In these example the Basic Treaty is „exaphoric‟  referring out of the text to the de facto 

recognition of East German by the West German government. [6] 

 
III. Proposed method for resolution of the pdp: 

The flow of the system is shown in the following figure 2. 

 

Figure2 architecture of pleonastic “it” 

 
3.1 Input Text:  
In first module we have consider 50 sentences which has the word or the pronoun “it”.  

 

3.2 Tokenization:  
The first module is responsible for text segmentation, and it divides the text into tokens. In which we have 

tokenize the text into the sentences. When the full-stop (.) is occur in the sentence then tokenize it. [1]  

 

3.3 Pos Tagging:  
Using NLTK we have tag tokenized sentences. The tag is labeled such as noun, pronoun, verb, adjective etc. 

Here we use the counter for count the number of times all the part-of speech occurred in the sentence and used it 

further.  

 

3.4 Rule Based System:  
The work observes the difficulties in finding/resolving ambiguity in the pronoun “it”. For this we 

designed rule based architecture for the finding/resolving the ambiguity and state whether it is the anaphor used 

for the antecedent. For the purpose of better understanding of the pronoun ambiguity we took support of a 

language which classifies “it “to a gender form too, here used language is Marathi. In Marathi following forms 

are used to represent “it”. Thus before framing the rules firstly translation of English statement into Marathi is 

done then accordingly rules are framed by differentiating among the pronoun and noun or antecedent and its 

anaphor. The following table shows the differences with the bilingual results in which “it” represents feminine, 

masculine or pleonastic. The below table shows the result for pronoun “it”. For the resolution of the anaphora or 

the pronoun we have work on the 50 random sentences, in which basically they are feminine, masculine or 

pleonastic. Most of them as the pleonastic in nature. PDP Resolution of “IT” For Proper Identification of Gender 

Using Rule Based Approach  
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Table2. Overall result of the system 

 
 

This paper work on the total 50 sentences of the represent “it” pronoun. In which we have taken the 30 

sentences of the pleonastic, 15 sentences of the masculine and the 5 sentences of the feminine “it”. The system 

has identified the 22 sentences from the 30 sentences as pleonastic “it”, 13 sentences as masculine from the 15 

sentences, and 5 sentences as feminine from the 5 sentences of “it”.  

 

IV. Conclusion 
The ambiguity is the major problem in the natural language processing. Ambiguity refers to the state of 

having or expressing more than one possible meaning or something open to more than one possible meaning. 

There are few types of ambiguity that are, lexical ambiguity, Syntactic ambiguity, semantic ambiguity, 

discourse ambiguity etc. Our work is based on the discourse type of ambiguity. In which the anaphoric 

ambiguity we have to focus in our work. In this problem the ambiguity comes under the sentences in which 

antecedent is not present for the pronoun or the anaphor. Here, focuses on the pronoun “it”. In this “it” may be 

feminine, masculine or pleonastic. The sentences is based on the “it” type of pronoun and we have find the 

whether the sentence is pleonastic or not. The overall system performance of pleonastic “it” is around 73% and 

overall system gender identification is 80%. This system performance is for the small database further the 

performance of the rule base system can be tested on a large database.  
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